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Let z: [0, 1] -~ [0, 1] be a piecewise monotonic, nonexpanding map which has 
an invariant density g and is topologically conjugate to a piecewise monotonic, 
expanding map, where the conjugacy is absolutely continuous. An effective, 
computable method is presented for approximating g. 

KEY WORDS: Piecewise monotonic, nonexpanding transformation; absolutely 
continuous invariant measure; approximation of the density function. 

1. I N T R O D U C T I O N  

The t ransformat ion r: [0, 1 ] ~ [0, 1 ] is called piecewise expanding if there 
exist 0 = a o < a l <  ..- < a N  = 1  and a constant  2 > 1  such that  for any 
i = 0, 1 ..... N -  1 the following hold: 

(i) r[(~,ai+l) is of class C l and the limits z'(a/+), z '(aT_l) exist (or 
are infinite). 

(ii) I~'(x)l ~>2>1 for x E ( a i ,  ai+l) .  

(iii) [1/r'[ is a function of bounded  variation. 

The following theorem is proved in Ref. 1. 

T h e o r e m  1. Let  { r ~ } ~  d be a family of piecewise expanding trans- 
formations satisfying the following conditions: 

(i) There exists a constant  2 > 1 such that  [z'~(x)l i> 2. 
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(ii) There exists a constant W> 1 such that for any a 6 d ,  

Var ll/3~1 ~ W 

(iii) There exists a constant 6 > 1 such that for any ~ 6 d ,  there exists 
a finite partition ~ of [0, 1] such that for IE ~ff~, 3~[t is one-to-one, 3~(I) 
is an interval, and minz~ ~, diam(I) > 6. 

(iv) For  any m/> 1, there exists 6m > 0 such that if 

then 

m - - 1  

j o 

min diam(I)/> 6m > 0 
I~  ,YU(~ m) 

Then for any density f of bounded variation, there exists a constant V 
such that for any ~ 6 d and any k = 1, 2,..., 

Var P~, f ~< V 

where P~, is the Frobenius-Perron operator associated with 3~. 

A piecewise monotonic transformation 3 is called Markov with respect 
to the partition J if it transforms the set Q of endpoints of intervals of J 
into itself, i.e., 3 (Q)= Q. This condition implies that if int(3(Ii)c~ I2)# ~ ,  
then 3(Ii) ~ I 2 for I~, Ij 6 J .  The compactness result of Theorem 1 allows the 
following approximation theorem. 

T h e o r e m  2. ~1) Let 3 be a piecewise expanding transformation. Let 
{3,}, >/, be a family of piecewise-linear Markov approximations of 3. Then 
any 3,, n = l , 2  ..... admits an invariant density f , ,  the set { f , } , ~ l  is 
precompact in 5~ and any of its limit points is an invariant density of 3. 

The main objective of this paper is to prove a result similar to 
Theorem 2 for certain nonexpanding transformations. We shall be concer- 
ned with nonexpanding maps that have an absolutely continuous invariant 
measure such as the Misiurewicz maps. ~2) Such maps are topologically con- 
jugate to expanding maps ~3) and the conjugacy is an absolutely continuous 
function. If the invariant density of the expanding map is known exactly, 
then, of course, the conjugacy can be used to determine the invariant 
density of the nonexpanding transformation. Here we are interested in the 
question: are densities close to the invariant density of the expanding map 
transformed to densities close to the invariant density of the nonexpanding 
map? 
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In Section 2, we review one of the approximation methods presented 
in Ref. 1. In Section 3, we show that the piecewise linear Markov maps 
approximating the expanding map are transformed under the conjugacy to 
Markov maps (not necessarily piecewise linear) that approximate the non- 
expanding map and whose invariant densities converge to the invariant 
density of the nonexpanding map. 

Since the approximating maps to the nonexpanding maps are not 
piecewise linear, it is in general difficult to find their invariant densities. In 
Section 4, we present a method that allows the direct computation of den- 
sities that approximate the invariant density of the nonexpanding map. An 
example is worked out in Section 5, and in Section 6, the approximation of 
Liapunov exponents is discussed. 

2. PIECEWISE-LINEAR M A R K O V  A P P R O X I M A T I O N  FOR 
PIECEWlSE EXPANDING T R A N S F O R M A T I O N S  

Let T: [0, 1 ] --+ [0, 1 ] be piecewise expanding. Let Q = 
{0=a0,  al ..... aN= 1 } and let J be the partition of [0, 1] into closed 
intervals with endpoints belonging to Q, where I i = [ a o ,  al]  ..... IN = 
[a N 1,aN] and r[( ... . . .  I) is of class C I. 

Let Q(O)= Q, j ( o ) =  j .  We define 

k 

Q(k)= ~ T-J(Q(~ k = 1, 2,_. 
j = O  

k 

g(~)=  V ~-j( j(o)) ,  k =  1, 2 .... 
j = 0  

It is easy to see that Q(k) is the set of endpoints of intervals belonging to 
j (k). 

We now define a sequence of piecewise expanding Markov transfor- 
mations Tn (with respect to or ("), n = 1, 2,...), associated with T, as follows: 

(a) If I =  [a, b] e J(")  and I ~  Q(O)= ~ ,  then T It is a piecewise linear 
function such that T,(a)= T(a), r , ( b )=  v(b). 

(b) If I = [ a i ,  q ] e J  ;(n), a i e Q  (~ and rlz is increasing, we take 
a (n) ~ "~(ai) and (q~), "r(ai) ) ~ Q(') (~. If z Ix a ~n) e Q(") such that -~ai = 

-i a i 

a(") >. "c( ai) is decreasing, we take the point a(")e Q(") such that _.~, 
-1 a i  

and (T(a~), (") c~ (")-  q~ ) Q - ~ .  We define T.], as a linear function 
such that T.(a~) = ,~(') r.(q) = T(q). 

"l  a i  

(c) If I =  [q, a~], a ~  Q(0), the definition of v. [~ is analogous to that 
given in (b). 
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It is easy to see that z, is a piecewise linear, expanding Markov trans- 
formation with respect to the partition J("). Let f ,  be an invariant density 
of ~,. By Theorem 2, we have f~ ~ f ,  the invariant density of ~, in L~. The 
importance of choosing piecewise linear Markov maps lies in the fact that 
invariant densities are step functions which are the left eigenvectors of 
simple matrices, ca) 

The foregoing procedure can be written in the form of an algorithm: 

Step I. Let J(~ ~I "~N 1 be the partition of I i n t o  the intervals of ( i J i = O  

smoothness of z. Set j ( k ) =  Vf-o r ~(J). Let 

Q(k) = {q~kl ..... qr~-(k~l, 

be the set of endpoints of the intervals that are elements of the partition 
j (k). 

Step 2. Form the piecewise linear Markov map r~ on the partition 
j (k)  by choosing the images of the original points {a j ,  af } in such a way 
that rk has the magnitude of its slope greater than or equal to that of z 
everywhere that it is defined. 

Step 3. Let the matrix Mk denote the Frobenius-Perron operator of 
P,~, restricted to the space of step functions on J(~). Compute the left 
eigenvector of Mk, (4) fk, which we view as a step functions on j(k).  (By 
Theorem 2, fk approximates f . )  

For Q(k), each interval of the associated partition J(~) corresponds to 
one row of the matrix Mk. Recall, 

1 
mij-]Vkl#k [ if zk(I~))~I~ k) 

= 0 otherwise 

where I } k ) e J  (k). In computing Vxl#k~, we choose the closest partition 
points of Q(k) which produces a slope for Zk that is larger in magnitude 
than that of rl#k~. 

Gaussian elimination is used to find the left eigenvector of Mk, which 
is then normalized by the requirement that 

A 117~ m(I}k)) = 1 
{i: #kl~ jikl} 

where m is Lebesgue measure on [0, 1]. 



Approximations to Invariant Densities 183 

3. N O N E X P A N D I N G  M A P S  

The method of approximating an invariant density described in 
Section 2 requires the transformation to be expanding. The question we 
address in this section is whether an analogous procedure can be applied 
when the transformation ~ is not expanding. In general it is not true that 
the invariant densities of Markov transformation approximations converge 
to the invariant density of the limit transformation. For r ( x ) =  4x(1 - x ) ,  it 
can be shown ~5) that there exists a sequence of Markov maps {%} 
approaching z uniformly but such that the corresponding invariant 
densities {fn} approach the point measure at 0. 

In the sequel we shall prove that Markov transformations 
approximating r can be found with the property that the associated 
invariant densities converge weakly to f,  the invariant density of r. The 
assumption we make is that r is topologically conjugate to an expanding 
map via an absolutely continuous homeomorphism. In Ref. 3 it is shown 
that this is true for a large class of nonexpanding maps that includes the 
Misiurewicz maps. (2) 

We shall need the following preliminary result. 

Lemma 1. Let ~ , ~ z  uniformly, PT.f,=fn, a n d f ~ f  weakly in 
5~ Then P~ f = f .  

Proof. We shall prove that measures f dm and (P,f) dm are equal. It 
is enough to prove that for any g ~ C(X) 

f g ( f -  P~f) dm= 0 

We have 

f g ( f -P~f )  dm <~ f g(f- f~)dm + f g( f~-P,f , )dm 

+ fg (P , ,L-P~L)  dm + f g ( P T f . - P . f )  dm 

where P~ = P . .  The first summand tends to 0, since f .  ~ f weakly. The 
second is equal to 0. The fourth is equal to IS (gor)(f.-f)din[ and goes 
to zero, since f .  ~ f weakly (if g is continuous, then go r is bounded). The 
third summand is equal to 

f (gor,,-gor)f. dm ~ < s u p l g o z n ( x ) - g o v ( x ) l f l f . I  dm 
x 

~< cog(sup I r . ( x ) -  v(x)[)[  [f.] dm 
x J 
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w h e r e  (Dg is a modulus of continuity of g. By assumption, 
supx [z,(x) - z(x)[ tends to 0, so ~Og(SUpx [ r , ( x ) ,  z(x)[) ~ 0. The integrals 

If.I dm are uniformly bounded, since {f .} is a weakly compact set in s 
Thus, the lemma is proved. | 

I . e m m a  2. Let z: I ~  I be a nonexpanding map topologically con- 
jugate to T, i.e., z = h - l o  Toh, where h is absolutely continuous and T, a 
piecewise expanding transformation, admits a unique, absolutely con- 
tinuous, invariant measure p with density f .  Then there exists a sequence of 
maps {~,} such that ~,---, r uniformly, and such that the set of densities 
{g,} corresponding to {z,} is weakly compact in ~1. 

ProoL Let Q(') be the set of endpoints corresponding of the partition 
J ( ' ) = V T = o  T-i ( / ) ,  where 1=  {Io, I1,..., IN-l}  are the subintervals of the 
partition J defined by 0 = a0 < al < ... < aN_ 1 < a, = 1, such that T is C 2 

o n  (ai, ai+l) , i = 0  ..... n. 
Let 7". be the piecewise linear Markov approximation to T on J ( ' )  

Define r .  by 

r o h - l = h  loTn 

Let xi~ Q('). Then r.(h-l(xi))= h-~(T.(xi)). Since T. is Markov on Q("), 
T.(xi)~Q ('). Hence, r.(h l(xi))~h-l(Q(m ), and rn(h I (Q(.)))~ 
h-~(Q(')). Thus, r .  is a Markov map on h ~(Q(')). Note that, in general, r .  
is not piecewise linear. 

We claim that r . ~ z  uniformly. Let co denote the modulus of 
continuity of h-1. Then 

sup I T , ( y ) -  v(y)l = sup I z , (h - l (x ) ) -  r (h- l (x) ) ]  
y x 

= sup [h-a(T, (x)) -h  a(T(x))[ 
x 

~< co(sup ( T.(x) - T(x) ) ) 
x 

Since T . ( x ) ~  T(x) uniformly and h -1 is uniformly continuous on [-0, 13, 

sup I r , ( Y ) -  r(Y)I ~ 0 as n ~ oc 
Y 

Let f ,  be the density corresponding to 7",. By Theorem2,  {f ,}  is 
compact in 5e 1. By the conjugacy relation, 

dh 
g,,(x)=f.(h(x))-~x 
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By Ref. 3, h is absolutely continuous, so the derivative exists. We claim that 
{ gn} is weakly compact in 5~ By the change-of-variable theorem, 

f A g"(x) dX = f Afn(h(x) ) ~x dX = fh(a)fn(y) dy 

We want to show that for each e > 0, 36 > 0 such that m(A)< 6 implies 
~A gn(x)dx<e for all n. Since {fn} is weakly compact in Lal, given e > 0 ,  
361 > 0 such that l(h(A)) < 61 implies 

fh(A)L(y dy<e 

for all n. But h is absolutely continuous. Thus, given 61 >0,  there exists 
6 > 0  such that m(A)<3 implies m(h(A))< 61. Hence, we have 

f A gn(x) dx < 

for all n if m(A)<6.  Thus, {gn} is weakly compact in ~ l .  | 

Theorem 3. gn --* g, where g is the invariant density of ,. 

Proof. Since *n ~ z uniformly, Lemma 1 yields the desired result. | 

4. CONSTRUCTIVE APPROXIMATIONS TO THE INVARIANT 
DENSITY OF NONEXPANDING TRANSFORMATIONS 

Let ~: [0, 1] ~ [-0, 1] be a piecewise C 1, nonexpanding transformation 
having an invariant density g. As in the previous section, we assume there 
exists an absolutely continuous homeomorphism h that conjugates r with a 
piecewise expanding transformation T, i.e., T = h o ~ o h - 1. 

We need a few preliminary lemmas. Let Cs denote the set of turning 
points of the transformation S: [0, 1] ~ [0, 1] together with the points 
{0, 1}. 

Lemma 3. Cr=h(C~). 

ProoL For almost every x~  [0, 1], 

T' (x)  = h'(ro h l (x ) ) ,  r ' ( h -  l(x)) "(h-1)t(x) 

Since h'(h-1) ' is always positive, the signs of T'(x) and z'(h l(x)) are the 
same. | 
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L e m m a  4. Let Q ~ ' ) = U ~ = 0 r - k ( c , )  and Q~)=U~,=o T-k(CT) �9 
Then Q~)=  h(O~n)). 

Proof. Let xeh(Q(n)), i.e., x=h(r-kc), O<~k<~n, ceC~. But 
h IT kh(c)= r-k(c). Thus, x = T-~(h(c)), which implies that x e Q~) and 
so h(Q~ ~)) ~ Q~). The reverse inclusion can be proved analogously. 

Lemma 5. Let M~=I.J,~>0Q~ "), ;~JT=~n>~oQ(~ ). Then we have 
MT=h(M~) and N~=MT= [0, 1]. 

Proof. The equality N' r = h(N~) follows directly from Lemma 4. Since 
T is a piecewise expanding transformation, N---~ = [0, 1 ]. But h-1 is also a 
homeomorphism, so M~ = h - l (Nr )  is also dense in [0, 1 ]. 

Let I} n) and I(r ") be partitions of [0, 1 ] into intervals with endpoints in 
Q~,I and Q~/, respectively. Let T, be a piecewise linear Markov (on the 
partition I(r ")) approximation to T, as described in Section 2. We know, by 
Theorem 2, that the invariant densities f ,  of T, converge in ~ to f ,  the 
invariant density of T. 

Now let h, be a piecewise linear approximation to h on the partition 
I~ ~). If we define z~ by z~ = h ._  ~ 1 ~ T~ o h~, z~ would be a piecewise linear and 
Markov (on the partition I~ ")) approximation to ~. Unfortunately, such Zn 
are not conjugate to T.. We therefore define z. by z.=h~loTnoh.. The 
transformation ~. is piecewise linear (but not with respect to I~")), and it 
approximates z uniformly. 

We will now prove that every % has an invariant density and that 
{g.} forms a weakly compact set in ~1. By Lemma 1, this implies that 
every weak limit point of { g.  } is an invariant density of r. 

Proposition 1. The density g.(x)=f~(h~(x))h'~(x) is invariant 
under r . ,  n = 1, 2,...; the set {g.} is weakly compact in ~1, and every weak 
limit point of { g.} is an invariant density of z. 

Proof. It is easy to check that gn is r.-invariant. To prove the com- 
pactness of {g.}.~> 1, it is enough to show that for any e > 0, 36 > 0 such 
that for any measurable set A, m(A)< 3, 

fAg.(x) dx<e, i.e., fh.(A)f.(x)dx<e (I) 

Since {fn}.~>~ is weakly compact in ~1, to prove (1) it is enough to prove 
that for any r/> 0, 3p > 0 such that for any measurable set A, m(A)< p, 
and for all n, 

m(h.(A)) < rl (2) 
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Since h, is absolutely continuous, 

m(h , (A)  ) = fA h'n(x) dx 

The set {h',} is strongly compact in 5( 1, since h 'n~h '  in 5e 1 (hn is the 
piecewise linear approximation to h with respect to I} n), and ~ = [0, l ]). 
This implies (2). Invoking Lemma 1 completes the proof. 

Note that the density gn is constant on elements of I} n~ and it can be 
effectively computed. We have 

gn = f~(h , (x) )  h~,(x) = f~(h , (x) )  m(h(J))  (3) 
m(J) 

where x e J ~ I~ '0. 

Corollary 1. Let ~: [0, 1] ~ [0, 1] be a nonexpanding transfor- 
mation such that some iterate z" is topological conjugate to a transfor- 
mation T, where T m is piecewise expanding and the conjugacy is absolutely 
continuous. Then the approximation methods of Proposition 1 can be used 
for ,. 

Proof. We are given that ~n= h - lo  Toh and T m is piecewise expan- 
ding. Define S = h o z o h  1. T h e n , = h - l o S o h  a n d ,  " - - h - l o S  noh. Thus, 
T= S n. Since T m = S "m  is piecewise expanding, Corollary 1 of Ref. 1 yields 
the desired results. 

We now summarize the method for obtaining the gn in the form of an 
algorithm. We start with a given nonexpanding transformation, and the 
piecewise expanding transformation T which is absolutely continuously 
conjugated to ~. 

A l g o r i t h m  1 

1. Compute Q~) and the piecewise linear Markov approximation T, 
[at every step only T-"(Cr)  is calculated]. 

2. Compute Q(,") [at every step only "c-"(C,) is calculated]. 

3. Compute the piecewise constant, T,-invariant density f ,  using the 
matrix representation for the Frobenius-Perron operator of Tn .(4) 

4. Compute g, using (3). 

As a simple example of this algorithm, consider r (x)=  4 x ( 1 -  x), 

f2x, 0~<x~�89 
T ( x ) = ~ 2 ( 1 - x ) ,  �89 
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where the conjugacy h-l(x)=sin2(nx/2) is obviously absolutely con- 
tinuous. Now, 

Q ~ , =  ~'__k; 2~ Q~., = {sin2 (re k '] '~ v 
(2") e=o'  \ 2  2n]Jk=o 

It is easy to show tha t f ,  is constant and equal to 1 on every element o f I~  "). 
Let 

i Jk= 2" '  

We obtain 
(k + 1 )/2" - k/2" 

g. I j~(x) - sin2[-�89 k + 1)/2"] - sin2(�89 ") 

1 

= 2" {sin2[�89 + 1)/2"] - sin2(�89 } 

1 
2 e &  

2"(rc/2) 2 sin(�89 cos [�89 

1 

rc sin(arcsin x/~) cos(arccos x/x) 

1 
- re[x(1 - x ) ]  m 

as n ~ ~ ,  since ff ~ (2/g) arcsin ~fx as n ~ ~ .  

Coro l lary  2. Let % = hz11 o T.oh. and let v. be defined by vn(E)= 
t~n(hn(E)), where #. is a measure invariant under Tn having densityfn. Then 
v. has density gn, as above, and hence the set { g. }.i>1 is weakly compact. 
The (unique) limit point g is the invariant density of ~. 

Proof. By definition, 

v,,(E)= fE g,, dx = fh2,(e)f,, dx 

Since 

fh;,CE) f ,  dX= fE(fnoh,)h'ndX a.e. 

we have gn = ( f n  ~ h,) h'n a.e., as above, and the result follows. Note that 

vn(z 2 ~E) = #,(h,  z~- ~E) = # , (T2 ah,_ 1 E) 

= #.(h._~ E) ~ #.(h.E) 
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in general, so v. is not r.-invariant. The advantage of this approach is that 
r .  is piecewise linear and Markov with respect to the partition I~ ('), and 
hence the densities g.  induced by f .  must be piecewise constant with 
respect to the partition I~ n), since the f .  are piecewise constant with respect 
to I(f ). Moreover, the densities g. are "approximately invariant" for large n 
in the sense that 

I v.(E~) - v(r 2 IE.) I = [t~.(h.E.) - #(h._ 1 E.)I --* 0 

as n ~  ~ .  This follows from the fact that {g.} is a (weak) Cauchy 
sequence in 5~1, as was shown above. 

Exarnole. Let us again consider 

T(x)  = {2x, 0 ~ x ~< �89 
2(1 - x ) ,  �89 

and r(x) = 4x(1 - x). Then r(x)  = h - 1 o To h(x),  where h(x)  = 
(2/g) arcsin(x/~), h - l ( x ) =  sin2(nx/2), and I~ (") = VT=o ~ 1({(0, �89 (�89 1)}), 
Q ~ ) = { j / 2 " + l : O < ~ j ~ 2 " + I } ,  and let I(f ) be the subintervals with 
endpoints from Q~). Then I~ ") = h.(I(fl)). Since f ,  = 1 on [0, 1 ], we have 

go = ( L o  h . )  h'~ = h'. 

1 
- -  ( h 2 1 ) t ( h n ( X ) )  

and 

+ [ s i n 2 ( r t j +  1"~ zc j \ ~  }-7-gTj- sin2 (~  ~ 7 7 ) ]  ( 2 " + ' x - j )  

Thus, on [ j /2"  + 1 ( j  + 1)/2 n +*], 

1 1 1 

(h21), 2" +~ sin 2 [�89 + 1 )/2" +~ ] - sin2(�89 " + ') 

1 1 

2 "+~ sin[�89 1)/2 "+ ~] sin[�89 + ~)] 

2 1 
it 2 sin[�89 + 1)/2 n+2] cos[�89 + 1)/2 "+2] 

�89 -+ ~) 
x 

sinl-�89 + 1)] 
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Therefore, for 

we have gn(x) = g,(xo), where 

Xo = h :  ~ \ -~ - -~ - ]  

i.e., 
1 l + e n  

gn(x) = zc sin[�89 cos[�89 

1 l + e ~  
= ~ [Xo(1 - Xo)] 1/2 

where 
�89 1/2" + 1 ) 

1 + e, - sin[�89 + 1)] 

i.e., gn converges strongly in Lf 1 to g(x)= 1/{re[x(1 -x) ]1 /2} .  

5. AN EXAMPLE 

Consider the piecewise expanding map 

)'2x + �89 
T(x) = | 14..2 31 v 127 

k ~  "x - - T 8  ' a ' +  9 0 '  

1 

th 

o �88 1 

Fig. 1. An expand ing  map .  

O < x < � 8 8  

� 8 8  

inf  [T'(x)l  = 1.1 



Approximations to Invariant Densities 191 

shown in Fig. 1. Define r ( x ) =  h - l o  To h(x), where h ( x ) =  x 2. Then 

( t2x  2 3_ 1~I/2 
~(x) = ~ '  - 2, , 0 ~ x ~ �89 

14~4 31. 2 - -  ~07)1/2 [ ( ~  - r ~  ~- �89 

Since in a small interval [-0, ~], 

T"(x)  = P"(x) + d. 

where Pn(x) is a polynomial with no constant term and d, is a constant 
50 ,  then 

and 

"cn (x )=[pn (xZ )+dn]  1/2, x 2 ~ [ 0 , ~ ]  

(P") ' (x  2) .x  
x2e  [0, ~] ('On)'(x) = [ pn(x2 ) + dn ] 1/2, 

which can be made arbitrarily small in absolute value for x near 0, since 
dn r 0. Hence, every iterate of z has a region with slope < 1 in absolute 
value. 

2 .0  

1.0 

j i  

0.5 1.0 

Fig. 2. Density function. 

n = 0  

822/51/1-2-13 
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6 . 5  1".0 

Fig. 3. Density function. 

n=3 

1.0 

J 

0.5 1.0 

n = 6  

Fig. 4. Smoothed density function. 
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2.0 j 

1.O 

0 
0.5 1.0 

Fig. 5. Smoothed density function. 
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n = 1 0  

Following Algorithm 1, we compute f , ,  the invariant density of T,, 
the piecewise linear Markov approximation to T on the partition I~r ") = 
{0= a~o")< alto < .. .  < a~q")= 1}. Then, using (3), we obtain for X E J k ~ I ~  n), 

Thus, 

g . ( x )  = f . ( h . ( x ) )  t . ( . ) ~ m _  t~,(.) ~1/2 

= f,,(hn(x))[(a~'O) 1/2 + (a~)1)1/2 3 

gn IJ~ = fn  I h.~J~) [(a(km) 1/2 + (a~ ~ ,)1/2] 

Graphs of g,  as a function of n are shown in Figs. 2-5. 

6. A P P R O X I M A T I N G  THE LIAPUNOV EXPONENT OF 
NONEXPANDING T R A N S F O R M A T I O N S  

In Ref. 6 the method outlined in Section 2 is used to approximate the 
Liapunov exponent of piecewise expanding transformations. For non- 
expanding maps, Theorem 3 of Ref. 6 required the invariant densities of 
the approximating transformations to be weakly compact. In view of 
Proposition 1, this condition is no longer necessary if ~ is topologically 
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conjugate  to a piecewise expanding  t ransformat ion  via a homeomorph i sm 
that is absolutely cont inuous .  

Let z = h 1 o To h be nonexpand ing  and  let rn = h2_ ~ 1 ~ Tn ~ hn, which is 

piecewise l inear and  Markov.  The densities gn converge weakly to g, the 
invar ian t  density of g, as n ~ 0% by Corol lary  2. Since r'n ~ r '  uniformly 
and  gn ~ g weakly, we have 

)~. = g . ( x )  log 2 I~'n(X)l dx 

g ( x )  log2 I~'(x)l dx 

which is the L iapunov  exponent  of z. 
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